
Davide Buffelli, Fabio Vandin 
{davide.buffelli, fabio.vandin}@unipd.it

A Meta-Learning Approach for Graph 
Representation Learning in Multi-Task Settings
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Can we generate node embeddings that generalize across tasks?

Motivation Our Method Experimental Results
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SAME 
Single-Task Adaptation for Multi-Task Embeddings

• Separate adaptation for each task 
• Unique outer loop update 
• Don’t learn to perform all tasks  

concurrently, learn to quickly adapt  
to each of them singularly!

Meta-Learning Procedure

Two variants: 
• Implicit- SAME (iSAME) 
• Explicit-SAME (eSAME)

SAME: Single-Task Adaptation for Multi-Task Embeddings 
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Multi-Task Episodes Multi-Learning Procedure

• Separate adaptation for each task 
• Unique outer loop update 

• 1 task-speci!c support set per task 
• 1 task-speci!c target set per task

Support Set 
Target Set

Training Set 
Validation Set

Two variants: 
• eSAME 
• iSAME 
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eSAMEiSAME

SAME: Single-Task Adaptation for Multi-Task Embeddings 
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Multi-Task Episodes Multi-Learning Procedure

• Separate adaptation for each task 
• Unique outer loop update 

• 1 task-speci!c support set per task 
• 1 task-speci!c target set per task
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eSAMEiSAME

Multi-Task Episodes

SAME: Single-Task Adaptation for Multi-Task Embeddings 
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Multi-Task Episodes Multi-Learning Procedure

• Separate adaptation for each task 
• Unique outer loop update 

• 1 task-speci!c support set per task 
• 1 task-speci!c target set per task
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eSAMEiSAME
• 1 task-specific support set per task 
• 1 task-specific target set per task 
• Each task can have a different loss

Support set 
Target set

Training set 
Validation set

The outer loop’s objective becomes to maximize 
the performance on a validation set, given a 
training set, hence pushing towards 
generalization.

Q1-Q2: Do iSAME and eSAME lead to high quality node embeddings in the single-task & 
multi-task settings? 

Q3: Do iSAME and eSAME extract information that is not captured by classically trained 
multi-task models?

Q4: Can the node embeddings learned by iSAME and eSAME be used to perform multiple 
tasks with comparable or better performance than classical multi-task models? 

Setting 
• Same architecture for all training strategies 
• Datasets from TUDortmund with node labels, graph labels, and node attributes 
• Linear model on top of the embeddings from SAME 
• Tests in single-task and multi-task scenarios


